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3D mesh reconstruction from 2D images is constantly
progressing in the computer vision community.

Recent deep learning approaches [1,2,3] can restore shape,
pose and texture from single-view RGB images as an
inverse graphics problem.

All these methods share the following approach:

o They learn a mean 3D shape, called meanshape,
representing a single object category

o They infer instance-specific deformation, texture and
3D pose that are applied to the learned meanshape

Task definition

1. Kanazawa, Angjoo et al. “Learning category-specific mesh reconstruction from image collections”. In ECCV. 2018.

2. Goel, Shubham et al. “Shape and viewpoint without keypoints”. In ECCV. 2020.

3. Li, Xueting et al. “Self-supervised single-view 3d reconstruction via semantic consistency”. In ECCV. 2020.
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Limitations of current literature approaches:

o They are category-specific, so trained and evaluated
on image collections of a single object category

o They initialize the learnable meanshape with a
category-specific 3D template model

Our proposal:

o End-to-end method trained on image collections of
multiple object categories

o Multiple-meanshape unsupervised learning

o Learning shapes directly from spherical initialization

o No explicit category nor 3D supervision, but only
foreground masks and camera poses
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o Input → visual features fshape

o Model → 2 fc layers + softmax + N deformable meanshapes
(N = object categories)

o Output→ set of weights w

Scores w are used to compute a weighted sum of the N
meanshapes’ vertices producing a weighted meanshape:

This operation results in a smooth and differentiable
approximation of a hard shape selection.

Meanshapes are initialized as spheres and progressively
updated and specialized in different object categories.
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o Input → visual features fshape + weigths w + vertex vj

o Model → Lightweight mlp network [1,2]

o Output→ single vertex deformation vj

The weighting scores w create a connection between the
weighted meanshape M and the predicted deformation V
that are summed together producing the final shape:

This network configuration is independent from the number of
mesh vertices enabling:

o dynamic mesh subdivision during training

o robustness towards different mesh dimension

Vertex Deformation
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1. Groueix, Thibault et al. “A papier-mâché approach to learning 3d surface generation”. In CVPR. 2018.

2. Park, Jeong Joon et al. “Deepsdf: Learning continuous signed distance functions for shape representation”. In CVPR. 2019.
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Pascal3D+ [1]

12 rigid object classes

Annotations:

o 2D keypoints

o 3D model class 

o 3D pose

Datasets

1. Xiang, Yu et al., “Beyond pascal: A benchmark for 3d object detection in the wild”. In WACV, 2014.

2. Wah, Catherine et al., “The Caltech-UCSD Birds-200-2011 Dataset”. In Technical Report CNS-TR-2011-001 (California Institute of Technology). 2011.

3. Kanazawa, Angjoo et al. “Learning category-specific mesh reconstruction from image collections”. In ECCV. 2018.

CUB [2]

“Bird” class with 200 bird species

Annotations:

o Bounding box

o Rough segmentation

o Attributes (size, shape, color, …)

o 3D pose computed with SfM [3]
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Our method achieves on par or better results
compared to category-specific approaches on
Pascal3D+ and CUB.

Evaluation metrics are:

o 3D IoU [1] for Pascal3D+

o Mask IoU for CUB (no 3D models available)

Results

1. Tulsiani, Shubham et al., “Multi-view supervision for single-view reconstruction via differentiable ray consistency”. In CVPR, 2017.
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Some ablation studies on Pascal3D+.

Multiple-meanshape learning achieves better results
w.r.t. single meanshape approach.

Dynamic mesh subdivision during training has also a
positive impact on results.

Ablation study
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Category meanshapes are learned during training, evolving from spherical initialization.

Multiple-meanshape learning
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Qualitative results

Pascal3D+ CUB
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Conclusion

We propose a multi-category end-to-end method to reconstruct a 3D object shape with only
foreground masks and rough camera pose as supervision.

An unsupervised shape selection module (USS) is introduced in order to learn category meanshapes
starting from spherical initialization.

A vertex deformation module predicts single vertex displacement conditioned on the output of the USS
module enabling dynamic mesh subdivision during training.

The proposed method achieves on par or better results on Pascal3D+ and CUB datasets compared to
category-specific literature approaches, while being able to predict shapes of different categories at
the same time.

You can find the code on the GitHub repo:

https://github.com/aimagelab/mcmr
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